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The reaction $^2$H(γ,p)n has been studied using a monochromatic and polarized gamma ray beam at energies $E_γ = 19.8, 29.0, 38.6$, and $60.8$ MeV. The beam of an intensity $\sim 4 \times 10^3 \gamma$/sec was obtained by Compton back scattering of mode-locked laser light off electron bunches in the Adone storage ring. Photoneutron yields were measured at nine neutron angles $\theta_n \sim 15, 30, 45, 60, 90, 120$, $135, 150$, and $165$ deg in the center of mass (c.m.) for $E_γ = 19.8, 29.0$, and $38.6$ MeV, and at $\theta_n \sim 30, 60, 90, 120$, and $150$ deg c.m. for $E_γ = 60.8$ MeV. The polarization independent component $I_0(\theta)$ of the differential cross section and the polarization dependent component $P_I(\theta)$ were deduced and the angular distribution of the azimuthal asymmetry factor $\Sigma(\theta) = I_1(\theta)/I_0(\theta)$ was obtained. An extensive comparison with theory has been carried out and the inclusion of corrections due to meson exchange currents and to $\Delta$-isobar configurations have been shown to be mandatory at energies $E_γ > 40$ MeV. Theoretical and experimental implications of intermediate energy deuteron photodisintegration studies are discussed in some detail.

I. INTRODUCTION

The deuteron photodisintegration $^2$H(γ,p)n is a basic nuclear process, and as such it has been extensively used for studies of electromagnetic properties of nucleons and of the nucleon-nucleon (N-N) interactions. As of recently, the development of advanced computational capabilities and of new experimental techniques has thrust the $^2$H(γ,p)n reaction into the forefront of renewed experimental and theoretical interest.

In particular, it has become evident that non-nucleonic degrees of freedom play an essential role in the dynamics of the deuteron breakup at intermediate energies. Because of their relatively long range, the π-meson exchange currents (π-MEC) are of prime importance, but as the γ-ray energy increases, the subnucleonic degrees of freedom due to internal excitation of the isobar configurations (IC) are expected to come into play.

A number of refined calculations of the deuteron photodisintegration cross section below the pion production threshold have become available in the last few years. Among other things, these calculations indicate the importance of mesonic degrees of freedom within the deuteron at gamma energies as low as 30 or 40 MeV. The experimental implications of these calculations point to a need for new cross section measurements using monochromatic and polarized gamma beams in the energy region below the pion threshold, a range for which so far very few data are available. Particularly important are the measurements of the polarization independent part of the differential cross section $I_0(\theta)$, of the polarization dependent part $P_I(\theta)$, and of the angular distribution

FIG. 1. Schematic representation of the LADON process (not to scale). The effective circumference (i.e., the perimeter consisting of circular and straight sections) is $2\pi R_{eff} = 105.3$ m, so that a bunch of ultrarelativistic electrons takes about 351 nsec to make the round. Under normal operation there are three such bunches circulating in the ring, so that they succeed one another every 117 nsec. This time interval defines the length $L = 17.55$ m of the optical cavity in which a laser power packet bounces back and forth between the cavity end mirrors. Compton back scattering of the laser photons off the electrons takes place in a well defined portion of a straight segment of the storage ring free from magnetic field (Refs. 26, 27, and 32).
the azimuthal asymmetry factor \( \Sigma(\theta) = I_1(\theta)/I_0(\theta) \) (see Sec. III) which turns out to be remarkably sensitive to meson exchange currents and to virtual excitation of nucleonic \( \Delta \)-isobar configurations.

The present work constitutes the first stage of a more extensive research program that addresses this need. The source of \( \gamma \) rays, developed at Frascati and named LADON,\(^{26,27}\) is laser light Compton back-scattered off ultrarelativistic electrons circulating in the Adone storage ring.

Besides the LADON project, there have been to date three major experimental efforts that resulted in Compton back-scattered photon beams (Lebedev Institute,\(^{28}\) Cambridge,\(^{29}\) and Stanford\(^{30}\)). Because in all three cases an external laser beam has been used, the resulting gamma beam intensity was very low and only the Stanford beam had been used in an actual experiment.\(^{30}\) On the other hand, in the LADON process the Compton scattering takes place within an optical cavity that is superposed onto a straight section of the storage ring and where the interaction takes place between compact bunches of electrons and phase-locked traveling pulses of concentrated laser power (see Sec. II). This "photon bunching" and the use of a storage ring are the two most important aspects of the LADON approach (see Fig. 1). After some stages of development, the LADON facility can now provide gamma ray beams of an intensity of \( (3-5) \times 10^5 \) photons/sec. This has permitted the accumulation of a considerable amount of new data on deuteron photodisintegration, particularly on the azimuthal asymmetry.

Reported here are measurements of photoneutron yields, carried out at nine c.m. neutron angles \((\theta_n \approx 15, 30, 45, 60, 90, 120, 135, 150, \text{ and } 165 \text{ deg})\), for three gamma energies \((E_\gamma = 19.8, 29.0, \text{ and } 38.6 \text{ MeV})\) and at \( \theta_c \approx 30, 60, 90, 120, \text{ and } 150 \text{ deg for } E_\gamma = 60.8 \text{ MeV. Each set of measurements consisted of a series of runs, with the angle } \varphi \text{ between the reaction plane and the gamma polarization plane alternating repeatedly between } \varphi = 0^\circ \text{ and } \varphi = 90^\circ \text{ so as to ensure identical experimental conditions for both polarizations. From these measurements the angular distributions of both the polarization independent component } I_0(\theta) \text{ and the polarization dependent component } PI_1(\theta) \text{ of the photodisintegration cross section have been deduced and the angular distribution of the asymmetry factor } \Sigma(\theta) \text{ obtained.}

The experimental setup and our data acquisition system are described in Sec. II. In Sec. III a brief review of the pertinent theory is presented and its experimental relevance discussed. Section IV contains a summary of our experimental results, a critical analysis of these results with respect to current theories, and a comparison with earlier experiments. Finally, our main conclusions are summarized in Sec. V.

II. EXPERIMENTAL SETUP

There are essentially two independent experimental setups involved in this work: the LADON gamma source on the Adone ring and the actual detection system in an experimental area 42 m away. The LADON facility will be briefly described first.

A. The gamma beam

The basic technical features of the LADON system are shown schematically in Fig. 1 (see Refs. 26 and 27 for further details). Under normal laser operation, the harmonic modes—resonating at frequencies \( f_n = nc/2L \) (\( n \) integer)
TABLE II. $[I_i(\theta_i)/\sigma_i]10^5$ as a function of the neutron c.m. angle $\theta_i=(\pi-\theta)$ and of the laboratory gamma-ray energy $E_\gamma$ (MeV).

<table>
<thead>
<tr>
<th>$\theta_i$ (deg)</th>
<th>$E_\gamma$ (MeV)</th>
<th>19.8</th>
<th>29.0</th>
<th>38.6</th>
<th>60.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.7</td>
<td>1.71±0.26</td>
<td>1.96±0.11</td>
<td>2.42±0.21</td>
<td>5.21±0.38</td>
<td></td>
</tr>
<tr>
<td>29.7</td>
<td>2.81±0.22</td>
<td>2.96±0.20</td>
<td>3.99±0.34</td>
<td>5.04±0.29</td>
<td></td>
</tr>
<tr>
<td>44.5</td>
<td>5.79±0.55</td>
<td>5.03±0.22</td>
<td>5.04±0.29</td>
<td>6.36±0.41</td>
<td></td>
</tr>
<tr>
<td>59.3</td>
<td>8.36±0.42</td>
<td>7.82±0.34</td>
<td>8.44±0.78</td>
<td>9.99±0.48</td>
<td></td>
</tr>
<tr>
<td>89.3</td>
<td>11.72±0.44</td>
<td>10.92±0.23</td>
<td>10.99±0.39</td>
<td>10.22±0.50</td>
<td></td>
</tr>
<tr>
<td>119.3</td>
<td>9.16±0.44</td>
<td>10.32±0.41</td>
<td>8.73±0.50</td>
<td>10.22±0.50</td>
<td></td>
</tr>
<tr>
<td>134.5</td>
<td>6.91±0.69</td>
<td>7.57±0.25</td>
<td>8.08±0.52</td>
<td>6.22±0.36</td>
<td></td>
</tr>
<tr>
<td>147.6</td>
<td>4.08±0.30</td>
<td>4.96±0.29</td>
<td>6.03±0.44</td>
<td>6.22±0.36</td>
<td></td>
</tr>
<tr>
<td>163.1</td>
<td>2.15±0.30</td>
<td>2.82±0.15</td>
<td>3.75±0.29</td>
<td>6.22±0.36</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. $[I_i(\theta_i)/\sigma_i]10^5$ as a function of the neutron c.m. angle $\theta_i=(\pi-\theta)$ and of the laboratory gamma-ray energy $E_\gamma$ (MeV).

<table>
<thead>
<tr>
<th>$\theta_i$ (deg)</th>
<th>$E_\gamma$ (MeV)</th>
<th>19.8</th>
<th>29.0</th>
<th>38.6</th>
<th>60.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.7</td>
<td>0.63±0.22</td>
<td>0.62±0.12</td>
<td>0.32±0.26</td>
<td>0.80±0.37</td>
<td></td>
</tr>
<tr>
<td>29.7</td>
<td>2.11±0.21</td>
<td>1.66±0.21</td>
<td>1.81±0.35</td>
<td>5.62±0.79</td>
<td></td>
</tr>
<tr>
<td>44.5</td>
<td>4.72±0.51</td>
<td>3.65±0.23</td>
<td>2.54±0.29</td>
<td>2.07±0.40</td>
<td></td>
</tr>
<tr>
<td>59.3</td>
<td>7.11±0.41</td>
<td>6.06±0.35</td>
<td>5.62±0.79</td>
<td>2.07±0.40</td>
<td></td>
</tr>
<tr>
<td>89.3</td>
<td>10.74±0.44</td>
<td>8.94±0.23</td>
<td>7.74±0.40</td>
<td>4.97±0.46</td>
<td></td>
</tr>
<tr>
<td>119.3</td>
<td>8.01±0.44</td>
<td>8.31±0.41</td>
<td>6.29±0.50</td>
<td>5.08±0.49</td>
<td></td>
</tr>
<tr>
<td>134.5</td>
<td>5.66±0.62</td>
<td>5.57±0.27</td>
<td>5.05±0.53</td>
<td>1.56±0.39</td>
<td></td>
</tr>
<tr>
<td>147.6</td>
<td>3.00±0.29</td>
<td>3.05±0.29</td>
<td>3.40±0.44</td>
<td>1.56±0.39</td>
<td></td>
</tr>
<tr>
<td>163.1</td>
<td>1.04±0.25</td>
<td>0.90±0.15</td>
<td>1.29±0.42</td>
<td>1.56±0.39</td>
<td></td>
</tr>
</tbody>
</table>

in an optical cavity of length $L$ that comprises the laser tube—have random phases and the laser power distribution is uniform over the entire cavity. Because the electron-photon scattering takes place only during the passage of an electron bunch through the 5.7 m long LADON straight section (see Fig. 1), this uniformly distributed laser power remains unused for about 100 nsec of each 117 nsec. The effective laser power can be increased by "compacting" the uniformly distributed laser power into a traveling pulse of phase-locked harmonics. If the length of the cavity is so adjusted that this laser power packet finds itself going to the right just as an electron bunch crosses it going in the opposite direction (see Fig. 1), the yield of back-scattered photons will increase.

Moreover, in this way we define the laser-electron interaction region in the center of the straight section, where there are no quadrupoles or other ring optical components. In this magnetic-field-free region, the angular divergence of the stored electron beam is minimal, yielding the best monochromaticity for the scattered gamma ray beam.

The cavity mode locking is effected using the piezoelectric property of a quartz crystal for acousto-optic modulation of cavity losses at a frequency $f=c/2L$, which is equal to the difference in frequency, $f_{n+1}-f_n$, between any two neighboring harmonics. While the losses associated with the mode-locking process lower the average internal power of the laser cavity by about a factor of 2 from 60 to about 35 W in the Coherent Radiation Model CR-18 Argon-Ion laser we use, the effective laser power overlapping the electron bunch in the electron-photon interaction region is increased by about a factor of 6. It is this spatial and temporal superposition of the electron bunches and the "compacted" laser power which has raised the LADON beam intensity to the level of $10^5$ photons/sec and which thus made it possible for us to take advantage of its unique properties of tunability and polarization for photonuclear research, particularly for polarization asymmetry measurements.

Other salient features of the LADON gamma source are the following:

(a) its ready tunability in the energy range from $E_\gamma=5$ to 78.7 MeV, effected by varying the energy of the electrons circulating in the storage ring from 370 MeV to 1.5 GeV;
(b) its nearly perfect polarization (as an example, at $E_\gamma=15$ MeV the degree of linear polarization is $P=0.997$ theoretically and $P=0.99±0.02$ as actually measured), and a straightforward way to change the plane of polarization to any desired angle relative to the reaction plane;
(c) a very low background of unwanted photons, due essentially only to electron bremsstrahlung off the residual gas molecules in the 10$^{-5}$ Torr vacuum of the Adone ring.

The energy resolution varies from $\sim 2\%$ FWHM at lower gamma energies, increasing up to 8% at $E_\gamma=70$ MeV. The reasons for the decrease of resolution with in-
TABLE IV. The azimuthal asymmetry factor $\Sigma(\theta_n) = I_l(\theta_n)/I_0(\theta_n)$ as a function of the neutron c.m. angle $\theta_n = (\pi - \theta)$ and of the laboratory gamma-ray energy $E_\gamma$ (MeV).

<table>
<thead>
<tr>
<th>$E_\gamma$ (MeV)</th>
<th>19.8</th>
<th>29.0</th>
<th>38.6</th>
<th>60.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_n$ (deg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.7</td>
<td>0.370±0.054</td>
<td>0.316±0.053</td>
<td>0.134±0.104</td>
<td>0.154±0.064</td>
</tr>
<tr>
<td>29.7</td>
<td>0.752±0.036</td>
<td>0.562±0.051</td>
<td>0.453±0.076</td>
<td>0.326±0.053</td>
</tr>
<tr>
<td>44.5</td>
<td>0.816±0.020</td>
<td>0.725±0.023</td>
<td>0.504±0.050</td>
<td>0.497±0.039</td>
</tr>
<tr>
<td>59.3</td>
<td>0.851±0.022</td>
<td>0.775±0.024</td>
<td>0.666±0.072</td>
<td>0.497±0.043</td>
</tr>
<tr>
<td>89.3</td>
<td>0.917±0.007</td>
<td>0.819±0.013</td>
<td>0.704±0.020</td>
<td>0.497±0.043</td>
</tr>
<tr>
<td>119.3</td>
<td>0.874±0.019</td>
<td>0.805±0.021</td>
<td>0.721±0.036</td>
<td>0.497±0.043</td>
</tr>
<tr>
<td>134.5</td>
<td>0.819±0.019</td>
<td>0.736±0.018</td>
<td>0.625±0.050</td>
<td>0.251±0.067</td>
</tr>
<tr>
<td>147.6</td>
<td>0.737±0.030</td>
<td>0.615±0.041</td>
<td>0.564±0.057</td>
<td>0.344±0.076</td>
</tr>
<tr>
<td>163.1</td>
<td>0.482±0.062</td>
<td>0.320±0.046</td>
<td>0.251±0.067</td>
<td>0.344±0.076</td>
</tr>
</tbody>
</table>

Increasing energy are twofold: the relativistic squeezing of a wider energy range of scattered photons into the forward solid angle of $\Omega = 2.5 \times 10^{-4}$ sr defined by the beam collimation system, and the increasing divergence of the electron beam. These two effects set a practical upper limit to the “monochromaticity” of gamma beams produced by Compton back scattering. In Table I the $\gamma$ beam characteristics at the energies of our experiment are reported.

FIG. 4. Plots of $[I_l(\theta_n)/\sigma_t] 10^2$ and of $[I_1(\theta_n)/\sigma_t] 10^2$ as a function of the c.m. neutron angles $\theta_n = (\pi - \theta)$ at $E_\gamma =$(a) 19.8 MeV; (b) 29.0 MeV; (c) 38.6 MeV; (d) 60.8 MeV. Dashed and solid lines represent theoretical calculations of Refs. 10 and 11 with the RSC and the DTS-B potentials, respectively.
FIG. 5. Plots of the azimuthal asymmetry factor $\Sigma(\theta_n)$ as a function of the c.m. neutron angles $\theta_n=(\pi-\theta)$. The meaning of symbols is the same as in Fig. 4.

B. Experiment

The layout of the experimental area is shown in Fig. 2. After leaving the interaction region, the gamma beam passes a system of collimators which limits it to the forward solid angle of $2.5 \times 10^{-6}$ sr, and a set of three sweeping magnets that clean the beam of charged particles. During the entire experiment, the beam energy spectrum is analyzed by a magnetic pair spectrometer, the output of which is evaluated on-line by a microprocessor. The target consists of a $C_6D_6$ deuterated liquid scintillator NE-230 in a cylindrical container 3.81 cm in diameter and 10.16 cm in height, which serves at the same time as proton detector, optically coupled to a 56-AVP photomulti-

<table>
<thead>
<tr>
<th>$E_\gamma$ (MeV)</th>
<th>19.8</th>
<th>29.0</th>
<th>38.6</th>
<th>60.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(A_1/\sigma_J)10^2$</td>
<td>0.58 ±0.15</td>
<td>1.34 ±0.18</td>
<td>1.18 ±0.42</td>
<td>1.62±0.7</td>
</tr>
<tr>
<td>$(A_2/\sigma_J)10^2$</td>
<td>-7.05 ±0.34</td>
<td>-6.32 ±0.19</td>
<td>-5.95 ±0.51</td>
<td>-3.7 ±1.0</td>
</tr>
<tr>
<td>$(A_3/\sigma_J)10^2$</td>
<td>-0.48 ±0.16</td>
<td>-0.76 ±0.17</td>
<td>-1.1 ±0.55</td>
<td>-0.8 ±0.9</td>
</tr>
<tr>
<td>$(A_4/\sigma_J)10^2$</td>
<td>-0.14 ±0.15</td>
<td>-0.07 ±0.19</td>
<td>-0.44 ±0.18</td>
<td>-0.37±0.2</td>
</tr>
<tr>
<td>$(a/\sigma_J)10^2$</td>
<td>0.8 ±0.1</td>
<td>1.59 ±0.08</td>
<td>1.75 ±0.15</td>
<td>3.70±0.55</td>
</tr>
<tr>
<td>$(b/\sigma_J)10^2$</td>
<td>11.47 ±0.15</td>
<td>9.74 ±0.24</td>
<td>10.60 ±0.52</td>
<td>7.79±0.85</td>
</tr>
<tr>
<td>$(c/\sigma_J)10^2$</td>
<td>0.09 ±0.08</td>
<td>0.186±0.14</td>
<td>0.247±0.2</td>
<td>0.608</td>
</tr>
<tr>
<td>$(d/\sigma_J)10^2$</td>
<td>1.26 ±0.5</td>
<td>2.77 ±0.51</td>
<td>2.55 ±0.75</td>
<td>1.99±1.0</td>
</tr>
<tr>
<td>$(e/\sigma_J)10^2$</td>
<td>-0.888±0.7</td>
<td>-0.22 ±0.56</td>
<td>-1.62 ±0.7</td>
<td>-1.75±0.65</td>
</tr>
</tbody>
</table>
POLARIZATION ASYMMETRY IN THE . . .
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FIG. 6. Plot of the asymmetry factor \( \Sigma(\theta_e = \pi/2) \) vs laboratory gamma-ray energy (MeV). Our present data (solid circles) are compared with the results of earlier experiments of Liu (solid and open triangles, Ref. 39), Del Bianco et al. (inverted open triangle, Ref. 41), our previous data (open circles, Ref. 43), and Gorbenko et al. (open squares, Ref. 44). The theoretical curves have been obtained in Ref. 10 with the RSC potential. The dashed line corresponds to the standard Partovi approximation (Ref. 49); the solid line reflects the inclusion of MEC and IC corrections.

Data, processed subsequently off line, permit us to suppress most of the considerable gamma background of the proton detectors by effective pulse-shape discrimination.

(ii) Similar "head" and "tail" integrals are recorded for each pulse from any of the five neutron counters, together with the corresponding time of flight and the code number of the particular counter. The time of flight records constitute the essential part of our experimental data.

The information from the proton counter and from the neutron counters is stored only if two coincidence conditions are satisfied:

(i) A fast coincidence (\( \sim 20 \) nsec window) between the electron beam pulse and a signal from the proton counter.

(ii) A slower coincidence (\( \sim 80 \) nsec window) between the output of the fast coincidence and any of the neutron counters.

The most important contributions to the background are due to electromagnetic processes (multiple Compton scattering, pair production, and annihilation) involving atomic electrons. These processes give mainly to narrow peaks in the time of flight spectra of the neutron counters. By using a TPIC-SCA (time to pulse height conversion single channel analyzer) to clear the Camac modules whenever the time of flight is in the "gamma-like" range, the sharp peaks are suppressed.

The first step in the off-line data processing involves reconstruction of the "raw" neutron time of flight spectra for each of the five neutron detectors. For each energy and each neutron angle there are two sets of such spectra, one for \( \varphi=0^\circ \) and one for \( \varphi=90^\circ \), each obtained by adding the results of a number of corresponding runs. Each "raw" time of flight spectrum includes a residual gamma background, having a flat time structure which is effectively suppressed by pulse shape discrimination. Still further background reduction is effectuated by imposing a pulse height window onto the signals from the proton ADC (analog to digital converter) and by rejecting signals below a fixed threshold from the neutron ADC. A typical result is shown in Fig. 3. A residual background remains, mostly due to the extreme tails of the gamma peak, the carbon in the target, bremsstrahlung events, and cosmic rays.

III. THEORETICAL CONSIDERATIONS

The general expression of the differential cross section for the \(^{2}\text{H}(\gamma, p)n \) process is given in perturbation theory by

\[
\frac{d\sigma}{d\Omega} = (E_\gamma M / 8\pi^2) \left| \langle \psi_f | H_{\text{int}} | \psi_i \rangle \right|^2, \tag{1}
\]

| TABLE VI. Coefficients of the expansion for \([J_i(\theta)/\sigma_i]\)^2 given by Eqs. (4b) and (5b). |
|----------------------------------|-------------------|-------------------|-------------------|-------------------|
| \( E_\gamma \) (MeV) | 19.8 | 29.0 | 38.6 | 60.8 |
| \( (B_2/\sigma_i)^2 \) | 3.47 ± 0.05 | 3.05 ± 0.06 | 2.57 ± 0.16 | 1.61 ± 0.2 |
| \( (B_3/\sigma_i)^2 \) | 0.075±0.02 | 0.156±0.02 | 0.188±0.03 | 0.187±0.04 |
| \( (B_4/\sigma_i)^2 \) | (1.24 ± 0.510)^{-2} | (0.732±0.551)^{-2} | (1.25 ± 1.210)^{-2} | (0.8 ± 1.810)^{-2} |
| \( (f/\sigma_i)^2 \) | 10.13 ± 0.12 | 9.51 ± 0.16 | 8.38 ± 0.58 | 4.51 ± 0.57 |
| \( (g/\sigma_i)^2 \) | 1.16 ± 0.33 | 2.37 ± 0.34 | 2.89 ± 0.33 | 2.84 ± 0.46 |
| \( (h/\sigma_i)^2 \) | 0.297±0.2 | -0.397±0.25 | -0.79 ± 0.75 | 0.371±1.0 |
where $\psi_i$ is the nonrelativistic deuteron wave function and $\psi_f$ represents the n-p final state with its interaction. For linearly polarized photons, the above expression is usually reduced,11 in the center of mass (c.m.) system, to the form

$$d\sigma /d\Omega = I_0(\theta) + P I_1(\theta) \cos 2\varphi$$

$$= I_0(\theta)[1 + P \Sigma(\theta) \cos 2\varphi]$$

(2)

where $\varphi$ is the angle between the $^2$H($\gamma$,p)n reaction and polarization planes and $\theta$ is the c.m. angle between the proton and photon momenta (if neutrons rather than protons are detected, $\theta_0 = \pi - \theta$, but otherwise the expression remains unchanged). $P$ represents the degree of linear polarization of the photon beam, and

$$\Sigma(\theta) = I_1(\theta)/I_0(\theta)$$

(3)

is a parameter which describes the azimuthal asymmetry in the differential cross section due to the polarization of the incident beam. $\Sigma(\theta)$ has been shown10 to be markedly affected by mesonic degrees of freedom. It should be noted that $I_1(\theta)$ and $\Sigma(\theta)$ are accessible to experimental determination only with polarized $\gamma$ beams.

The quantities $I_0(\theta)$ and $I_1(\theta)$ of Eq. (2) may be expanded in terms of Legendre polynomials $P_i(\cos \theta)$ and associated Legendre functions $P^m_i(\cos \theta)$ respectively. If one includes multipole contributions up to the dipole-octupole interference, one has

$$I_0(\theta) = \sum_{i=0}^{4} A_i(E_\gamma) P_i(\cos \theta),$$

(4a)

$$I_1(\theta) = \sum_{i=2}^{4} B_i(E_\gamma) P_i(\cos \theta),$$

(4b)

where $A_i(E_\gamma)$ and $B_i(E_\gamma)$ are energy dependent coefficients.

An alternative way in which the functions $I_0(\theta)$ and $I_1(\theta)$ may be written11 is
FIG. 8. Plots of a representative sampling of coefficients $A_i/\sigma_t$ [see Eq. (4a)] vs the laboratory gamma-ray energy (MeV). Our data (solid circles) are compared with results of measurements by other groups; all symbols have the same meaning as in Fig. 7. In addition, the open squares represent the data of Alexandrov et al., Ref. 56. Corresponding theoretical curves obtained in Refs. 10 and 11 based on the RSC (dashed lines) and DTS-8 (solid lines) potentials are also shown.

$$I_0(\theta) = a + b \sin^2 \theta + c \cos \theta + d \sin^2 \theta \cos \theta + e \sin^4 \theta,$$

(5a)

$$I_1(\theta) = f \sin^2 \theta + g \sin^2 \theta \cos \theta + h \sin^4 \theta,$$

(5b)

where the energy dependent coefficients are now $a, b, c, \ldots, h$. The relationship between these and the previous coefficients is given by$^{11}$

$$a = A_0 + A_2 + A_4, \quad b = -(3A_2 + 10A_4)/2,$$

$$c = A_1 + A_3, \quad d = -5A_3/2,$$

$$e = 35A_4/8, \quad f = 3(B_2 + 15B_4),$$

$$g = 15B_3, \quad h = -105B_4/2.$$

(6)

While the two forms of expressions for $I_0(\theta)$ and $I_1(\theta)$ are equivalent, the coefficients $A_i$ and $B_i$ of Eqs. (4) are better suited for comparison between theory and experiment because of the orthogonality of the Legendre functions.$^{14}$ Still, the expressions of Eqs. (5) can be useful for extracting additional information regarding nuclear potentials, as will be seen in Sec. IV.

In the present experiment, angular distributions in $\theta_n$ of neutrons were taken and measurements were made for two polarization angles, $\varphi = 0$ and $\varphi = \pi/2$. Under these conditions, Eq. (2) reduces to

$$d\sigma/d\Omega = I_0(\theta_n) + PI_1(\theta_n)$$

for $\varphi = 0$, and to

$$d\sigma/d\Omega = I_0(\theta_n) - PI_1(\theta_n)$$

for $\varphi = \pi/2$.

Thus the values of $I_0(\theta_n)$ and $I_1(\theta_n)$ may be obtained from the experimental data by the following relations:

$$I_0(\theta_n) = \frac{1}{2} \alpha [K_1 Y(\theta_n, \varphi = 0) + K_2 Y(\theta_n, \varphi = \pi/2)],$$

(9)

$$I_1(\theta_n) = \frac{1}{2} \alpha [K_1 Y(\theta_n, \varphi = 0) - K_2 Y(\theta_n, \varphi = \pi/2)],$$

(10)

where $Y(\theta_n, \varphi)$ is the experimental neutron yield (the ratio between the number of photoneutrons detected at $\theta_n$ and the gamma-ray flux). The corrective coefficients $K_1$ and $K_2$, evaluated by Monte Carlo methods, account for neutron absorption, multiple scattering, and finite solid angle. In the present work the $\alpha$ constant has been fixed to nor-
FIG. 10. Plots of the coefficients \( a/\sigma_t \), \( b/\sigma_t \), \( c/\sigma_t \), \( d/\sigma_t \), and \( e/\sigma_t \) [see Eq. (5a)] vs the laboratory gamma-ray energy (MeV). Our data (solid circles) are compared with the theoretical curves obtained in Refs. 10 and 11 with the RSC (dashed lines) and the DTS-B (solid lines) potentials, respectively.

By defining

\[
R(\theta_n) = Y(\theta_n, \pi/2)/Y(\theta_n, 0)
\]

and writing \( K = K_2/K_1 \), we obtain a form of Eq. (3) which is directly linked with the neutron yields obtained in the experiment:

\[
\Sigma(\theta_n) = \frac{1 - KR(\theta_n)}{P[1 + KR(\theta_n)]}.
\]

As previously pointed out, all available calculations clearly indicate that, to account accurately for the experi-

FIG. 11. Plots of the coefficients \( f/\sigma_t \), \( g/\sigma_t \), and \( h/\sigma_t \) [see Eq. (5b)] vs the laboratory gamma-ray energy (MeV). Our data for \( f/\sigma_t \), \( g/\sigma_t \), and \( h/\sigma_t \) are compared with theoretical curves obtained in Refs. 10 and 11 with the RSC (dashed lines) and the DTS-B (solid lines) potentials, respectively.

\[
\Sigma(\theta_n) = \frac{1 - KR(\theta_n)}{P[1 + KR(\theta_n)]}.
\]

As previously pointed out, all available calculations clearly indicate that, to account accurately for the experi-

FIG. 12. Plot of our estimates (full circles), for the forward cross section \( (a + c) \), compared with the experimental results of Refs. 36 and 57 (open squares), Refs. 37 and 58 (open circle), and Ref. 38 (full square). The theoretical calculations are due to Cambi et al. (Ref. 11) in IA (dotted line) and with relativistic corrections (full line) using the Paris potential.
mental data at photon energies above some 30 or 40 MeV, meson exchange currents (MEC) and nucleon isobar contributions (IC) must be taken into account in the evaluation of the expansion coefficients. The functions \( I_1(\theta) \) and \( \Sigma(\theta) \) are particularly sensitive to the MEC and IC corrections. For this reason, the \(^2\text{H}(\gamma,p)n\) reaction with polarized gammas turns out to be a sensitive probe for checking the standard perturbative calculations of the MEC and IC effects.

Another important aspect of \(^2\text{H}(\gamma,p)n\) studies involves the forward and backward differential cross section for unpolarized photons, respectively given by \( I_0(\theta=0) \) and \( I_0(\theta=\pi) \). These values are strongly dependent on the percentage of the \( F_0 \) admixture\(^{19,20,21}\) in the deuteron wave function. Consequently experimental determination may offer a way for better defining the medium range shape of the tensor component of the N-N interaction.

The calculations of \( I_0(\theta) \) are usually carried out under the assumption that the charge density operator may be expressed as a sum of standard one-body terms, and that two-body and relativistic corrections may be neglected (the Siegert hypothesis). Because the values of the forward and backward differential cross sections are highly sensitive to the presence of relativistic and exchange contributions to the nucleon charge density operator,\(^ {15,21,22,24,25}\) corresponding experimental data may help to ascertain the validity limits of the Siegert hypothesis.

Unfortunately, the above theoretical framework cannot be accurately tested by existing experimental data. In almost all experiments carried out so far, values of \( I_0(\theta) \) have been measured only in the angular region of \( 25^\circ \leq \theta \leq 150^\circ \) (for a complete listing see Ref. 35). The notable exceptions are the measurements of \( I_0(0) \) and \( I_0(\pi) \) carried out by Hughes et al.,\(^ {36} \) by Gilot et al.,\(^ {37} \) by Meyer et al.,\(^ {38} \) and by Zieger et al.,\(^ {37} \) and a few measurements of \( \Sigma(\theta) \).\(^ {39-44} \) Moreover, all the available measurements of \( I_0(\theta) \), except those carried out at the LADON facility in Frascati, have been produced by nonmonochromatic beams with results that are not always consistent. Moreover, the measurements of \( \Sigma(\theta) \) are affected by uncertainties stemming from a poor knowledge of the degree of polarization \( P \). Particular problems for the theoretical examination of the \(^2\text{H}(\gamma,p)n\) reaction derive from the lack of reliable and firm experimental values for \( I_0(\theta) \) and from the insufficient experimental information on \( \Sigma(\theta) \) at energies \( E_\gamma \leq 70 \text{ MeV} \). It is the purpose of our research program to remedy this situation, at least partially.

### IV. Experimental Results and Discussion

Our experimental data are listed as a function of energy and angle in Tables II—IV. All reported results represent the statistically weighted mean of a number (from two to five) of separated measurements. Quoted errors are mainly due to counting statistics; in a few cases (a few extreme \( \theta_n \) angles), the errors deriving from uncertainties in the subtraction of the residual flat background in the time of flight spectra had also to be taken into account. Systematic errors essentially derive from the Monte Carlo evaluation of the \( K_1 \) and \( K_2 \) correction factors [see Eqs. (9) and (10)], as due to the uncertainties in the knowledge of the neutron cross sections and the Monte Carlo statistical accuracies. On the other hand, their ratio \( K \), which directly intervenes in Eq. (12), is always very close to unity, and their \( \theta \) dependence appearing in Eqs. (9) and (10) is never very strong. Conservative estimates lead us to conclude that, assuming \( \Delta K_1/K_1 = \Delta K_2/K_2 \),

\[
\left( \Delta I_0 \right)_{\text{sys}} / I_0 \
\leq \left[ \frac{\Delta K_1}{K_1} \right] \left[ 1 + \Sigma^2 \right] ^{1/2} \frac{1}{2} ,
\]

\[
\left( \Delta I_1 \right)_{\text{sys}} / I_1 \sim \frac{\left( \Delta I_0 \right)_{\text{sys}}}{\Sigma I_0} ,
\]

\[
\left( \Delta \Sigma \right)_{\text{sys}} \sim 2^{-1/2} \Delta K_1 \left[ 1 - \Sigma^2 \right] .
\]

Thus, by assuming \( \Delta K_1/K_1 = 5\% \), systematic errors are expected to be of the same order as the statistical errors around \( \theta = \pi/2 \), and considerably lower elsewhere.

Our results for \( I_0(\sigma) I_0^2 \) and \( I_1(\sigma) I_0^2 \) as a function of the c.m. neutron angle \( \theta_n \), for the four laboratory photon energies used in our experiment, are plotted in Figs. 4(a)—(d). The behavior of the azimuthal asymmetry factor \( \Sigma(\theta_n) \) is shown in Figs. 5(a)—(d).

For comparison purposes, two theoretical curves are presented in all figures: the dashed lines have been obtained by Arenhövel,\(^ {5,10} \) and independently by Cambi et al.,\(^ {11,16} \) using the Reid soft-core (RSC) N-N potential.\(^ {45} \) According to Ref. 11, no appreciable difference with respect to this result is obtained by using the Hamada-Johnston\(^ {46} \) or the Paris potential.\(^ {47} \) On the other hand, the full lines\(^ {11,16} \) obtained by using the version B of the DeTourreil-Sprung (DTS-B) potential\(^ {48} \) are higher as far as \( I_1(\theta_n) \) and \( \Sigma(\theta_n) \) are concerned, the difference increasing with the energy. In all these calculations, multipoles up to \( L = 4 \) have been included and MEC (and where indicated also IC) contributions have been added to the standard (or "normal") Partovi theory.\(^ {39} \) These MEC effects are more pronounced in \( I_1(\theta) \) and \( \Sigma(\theta) \) than in \( I_0(\theta) \) and rapidly increase with \( E_\gamma \) energy. Relativistic or two-body corrections have not been added to the usual one-body charge operator (the Siegert hypothesis).

The role of the mesonic and isobar degrees of freedom in this electromagnetic process is clearly shown in Fig. 6, where a plot of the asymmetry \( \Sigma(\theta_n=\pi/2) \) vs the laboratory \( \gamma \)-ray energy is given.\(^ {42} \) Our data are compared with the results of earlier experiments\(^ {39,41,43,44} \) and with the theoretical RSC calculation carried out by Arenhövel.\(^ {10} \) The dashed line \( (N=\text{normal}) \) has been obtained in the standard Partovi approximation; the solid line \( (N + \text{MEC + IC}) \) contains MEC + IC corrections to the current operator. Moreover, as shown in Ref. 13, relativistic charge corrections may also sensibly affect the theoretical curves at the highest energies.

In Figs. 7(a)—(d) our data are compared with those of other authors. Figure 7(a) shows our data at 19.8 MeV in comparison with the 20 MeV results of Halpern and Weinstock\(^ {38} \) and Shin et al.\(^ {51} \) In Fig. 7(b) the 30 MeV data of Shin\(^ {31} \) and Weissman and Shultz\(^ {55} \) are reported, together with Allen results interpolated for 29.0 MeV; Fig. 7(c) shows the 40 MeV results of Refs. 51 and 33.
Finally, Fig. 7(b) displays the 60 MeV data obtained by Galey\textsuperscript{33} and the data of Shin\textsuperscript{51} interpolated to 60.8 MeV. As can be readily checked, these data are in substantial agreement.

A standard least-squares procedure was used to fit the experimental points, expanding \( I_{\theta}/\sigma_i \) with the sum of Legendre polynomials \( P_l(\cos \theta) \), and \( I_{\frac{1}{2}}/\sigma_i \) with the sum of associated Legendre functions \( P^A_l(\cos \theta) \), as shown in Eqs. (4).

The results obtained for the coefficients \( A_i/\sigma_i \) \((i = 1,2,3,4)\) are displayed in Fig. 8 vs the laboratory \( \gamma \)-ray energy, together with the results obtained from a reexamination of the earlier measurements. The error bars shown are derived from the least-squares procedure.

Theoretical curves obtained in Refs. 5 and 10 and Refs. 11 and 16 with the RSC and DTS-B potentials, including MEC + IC effects in the Siegert approximation, are also shown in Fig. 8. The ratio \( A_1/\sigma_1 \) seems to be consistent with the theory, while the value of \( A_2/\sigma_1 \) displays a significant difference at \( E_\gamma \geq 50 \) MeV. This result has already been pointed out in Ref. 35. Preliminary estimates\textsuperscript{11} of the relativistic and pion corrections to the charge density operator seem to enhance \( |A_2| \) \((A_2 < 0)\) by a substantial amount. Similar arguments hold for \( A_3 \), but here the situation appears to be less definite, owing to the size of the quoted errors.

The results obtained for the coefficients \( B_i/\sigma_i \) \((i = 2,3,4)\) are reported in Fig. 9, together with the RSC and DTS-B theoretical predictions.

Additional information that can shed some more light on the details of the problem may be obtained from the coefficients \( a, \ldots, h \) of the angular distributions formulation introduced by Partovi\textsuperscript{49} [see Eqs. (5)].

Least-square fitted coefficients \( a/\sigma_1, \ldots, e/\sigma_1 \) are compared directly with their predicted values in Fig. 10. At \( E_\gamma \geq 60.8 \) MeV, the coefficient \( e \) remained completely undetermined and had to be fixed at its theoretical value (the cross in Fig. 10). In this case only the determination of \( d \) is sensibly affected by the assumed \( e \) value. Our estimate (Fig. 12) of \( I_{\theta}(\theta = 0) = a + c \), obtained by multiplying our results for the \( \sigma_i \), estimates of Ref. 35 substantially agree with the corresponding Mainz,\textsuperscript{36,57} Louvain,\textsuperscript{37,58} and Indiana\textsuperscript{38} results, even if some indications could exist for a trend of the data slightly higher than the one pictured by the Mainz and Louvain values only. Since the consistency among all these results is only limited within an accuracy of \( \sim 20\% \), there is still a need for new independent measurement of \( a \) (and \( c \)), that is, of \( I_{\theta}(\theta = 0) \) and \( I_{\theta}(\theta = \pi) \). This point will be discussed further in the next section. Also, the disagreement observed for \( d/\sigma_1 \) must be further explored, both on the theoretical and the experimental side.

Our experimental estimates for the \( f/\sigma_1, \ldots, h/\sigma_1 \) coefficients are reported in Fig. 11 together with the corresponding theoretical RSC and DTS-B estimates.

A summary of all coefficients obtained in our fits is shown in Tables V and VI. Only statistical errors are appended.

V. CONCLUSIONS

The bulk of the existing data (see, i.e., Fig. 6) clearly shows the role of the non-nucleonic degrees of freedom in the deuteron photodisintegration. Moreover, the measured values of the \( A_i/\sigma_i, B_i/\sigma_i, \) and \( a/\sigma_i, \ldots, h/\sigma_i \) coefficients lie generally in the theoretically predicted ranges, with a few exceptions.

On the other hand, all theoretical predictions at higher energies could be appreciably modified by the inclusion of relativistic and two-body exchange contributions to the charge density operator. In addition, the two-body charge effects, particularly as far as the \( a \) and \( c \) coefficients are concerned, are markedly different if pseudoscalar (PS) or pseudovector (PV) coupling is assumed.\textsuperscript{10,15,16} Thus a definitive analysis of the data presently on hand must be postponed until extensive theoretical calculations for different N-N potentials become available. In particular, one can hope that a careful examination of the \( a \) and \( c \) coefficients (and perhaps of the other ones) will permit an unequivocal choice between PS and PV couplings and a new determination of the \( D \)-wave asymptotic \( A_D \) amplitude,\textsuperscript{34} strictly connected to the deuteron \( D \)-state percentage \( P_D \).

Our final remarks concern the \( a, \ldots, h \) coefficients. Their extraction from the experimental data is considerably more uncertain than the determination of the \( A_i \) and \( B_i \) coefficients, because in the fitting procedure they appear to be strongly correlated. Keeping this point in mind, let us further recall that our estimates of \( (a + c)/\sigma_1 \) seem to be only slightly higher than the corresponding Mainz results,\textsuperscript{36} normalized by assuming standard \( \sigma_1 \) values.\textsuperscript{35} Recent calculations including relativistic and two-body charge contributions\textsuperscript{11,15,16} seem to suggest that our results can be partially reproduced by assuming a PV coupling and using potentials that give \( P_D \) percentages in the range (6–8) %. However, our estimates of \( a/\sigma_1 \) and of \( c/\sigma_1 \) are rather indirect and must be tested by further direct measurements of \( I_{\theta}(\theta = 0) \) and \( I_{\theta}(\theta = \pi) \).

As a concluding remark, let us recall that besides the well-known dependence on the standard parameters characterizing the N-N potentials, the deuteron photodisintegration angular distributions \( I_{\theta}(\theta) \) and \( I_{\frac{1}{2}}(\theta) \) could be explicitly affected by the internal nucleonic degrees of freedom, that is, by their internal quark structure. To the best of our knowledge, only the influence of the nucleon structure on the total photodisintegration cross section \( \sigma_1 \) has been so far studied, and in a preliminary way\textsuperscript{35} at that. This point too must be investigated further before any definitive conclusions on the role of non-nucleonic degrees of freedom in deuteron photodisintegration may be extracted from our data.
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