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Randomness lies at the heart of STATISTICAL INFERENCE. It is based on the notion that if an observation 
or a measurement is repeated, then most of the time, a different value is observed. 

Randomness exists when it is not possible to predict the outcome of the next observation, either in a SURVEY 
or an EXPERIMENT. It follows that, in the presence of randomness for a variable, there will be RANDOM 
VARIATIONS in the observations, and the variable becomes a random variable. The magnitude of such ran-
domness is measured by the random error. 

The variation in the observations of a random variable leads to variations in any sample statistic computed 
from the data. Thus, a sample mean will vary from sample to sample, just as the percentage of voters who 
support a candidate varies from one sample of voters to another. 

The variation in a sample statistic from one sample to the next can be seen when multiple samples are taken. 
A particular polling organization may not do repeated sampling, but prior to any major election, several polling 
organizations do their own studies, and the percentages they report vary from one study to the next. One of 
the reasons they vary is because of the randomness inherent in any sampling procedure. It is also possible to 
simulate such variation with the proper statistical software. Simulating samples of size n =1,000 and a prob-
ability of 0.5 of drawinga1or a 0, these are the first few sample percentages of draws that are 1: 50.4, 50.4, 
48.4, 51.4. 

Such variation is known as the random error associated with the percentage. It is unfortunate that the word 
ERROR is associated with this variation, because there is nothing “wrong” with such variation. But to the ex-
tent that there exists one true percentage value in the population, any deviation of a sample percentage from 
this true POPULATION parameter can be thought of as an error. 

Historical Account 

Physicists have long been concerned with how to measure characteristics of physical objects. Even repeated 
measures of the length of a yardstick result in different measurements, even though we realize that the yard-
stick has only one, fixed length (given fixed temperature, etc.). Physicists finally accepted this variation, and 
they attached the name “error” to the difference between an observed value and the true, underlying value. 
Statisticians carried on with the term when they observed different values of a statistic from different samples, 
even though this variation is due to sampling effects. 

Applications 

The existence of the random error leads to the question of what the magnitude is of this error. If the magnitude 
of the random error is known, then it is possible to state whether a particular sample statistic exceeds the 
random error or not. How much would we expect a sample percentage to vary around the true parameter 
value? Statisticians have developed formulas for the computation of magnitudes of the random error. If such 
formulas do not exist, it is often possible to simulate many repeated samples with the proper software and 
thereby compute the magnitude of the random error. 

Examples 

One way to measure the magnitude of the random error is to find the standard deviation of a sample statistic 
across many different samples. Such a standard deviation is mostly known as the standard error of a sam-
ple statistic, to distinguish it from the standard deviation we compute from a set of single observations. For a 
sample of size 1,000 from a population split 50/50, the standard error of the sample percentage becomes 1.6. 
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In most cases, two times the standard deviation, or two times the standard error, will include most of the data. 
Twice 1.6 equals 3.2, and most of the sample percentages from various samples should fall in the range from 
50 − 3.2 = 46.8 to 50 + 3.2 = 53.2. 

However, we are interested most often in whether a particular sample statistic lies within the random error 
inherent in the sampling procedure, or whether the sample statistic lies further away from the presumed value 
of the population parameter. Suppose we hypothesize that a population percentage equals 50%. From a sam-
ple of 1,000 observations, the observed sample percentage equals 56.7%. Does 56.7% lie within the range 
around 50% produced by the random error, or is 56.7% beyond the random error produced by the sampling 
procedure? 

We can now conclude that the sample percentage lies beyond the error that can be expected by the sampling 
error. We could change the sample percentage to a value of the standard normal variable. With a value larger 
than 1.96, we conclude that the deviation of the sample statistic from the hypothesized population parameter 
exceeds what can be expected on the basis of the random error itself. Here, z = (56.7 − 50.0)/1.58 = 4.24. 
For less than once in 10,000 different samples would we observe such a large value or a larger value of the 
standard normal variable. From this, we conclude that the hypothesized value of 50% for the population in its 
support of the candidate must be wrong. For the observed sample value to lie within the random error of the 
population percentage, the population percentage must lie closer to the observed sample value of 56.7%. 

Any sample statistic will have its associated random error, as expressed in its standard error. We have some 
control of the magnitudes of the random errors from the way the sample is collected and which variables are 
used in a particular study. One way to make the random error smaller is to have a larger sample. The number 
of observations in the sample often figures directly into the computation of the standard error of a sample 
statistic. One drawback is that the sample size often enters the formulas through its square root, and it takes 
much larger sample sizes to get the desired effect. Because of the square root, we need a sample four times 
as large to get half the standard error. In multiple regressions, collinearity will increase the standard error of 
the regression coefficients. 

• random error 
• standard errors 
• errors 
• sampling 
• sampling error 
• random variable 
• population parameters 
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